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Abstract. Sensing human social engagement in dyadic or multiparty
conversation is key to the design of decision strategies in conversational
dialogue agents to decide suitable strategies in various human machine
interaction scenarios. In this paper we report on studies we have carried
out on the novel research topic about social group engagement in non-
task oriented (casual) multiparty conversations. Fusion of hand-crafted
acoustic and visual cues was used to predict social group engagement
levels and was found to achieve higher results than using audio and
visual cues separately.
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1 Introduction

Although engagement can be expressed through the voice and body gestures of
interlocutors and easily perceived by human beings, machines have no ability
to sense such human social cognitive behaviours. Levels of engagement are also
referential parameters that can be used for conversation assessment and topic
detection. In this paper, we describe engagement concepts and highlight relevant
works in both group and dyadic conversational engagement. We then outline our
proposed engagement recognition methodology and report on several evaluations
based on a multiparty casual conversation corpus.

The most widely used definition of social engagement in human - human
or human - machine conversation is that formulated by Sidner as: the process
by which two (or more) participants establish, maintain and end their perceived
connection. This process includes: initial contact, negotiating a collaboration,
checking that other is still taking part in the interaction, evaluating whether
to stay involved and deciding when to end the connection [20]. In measuring
engagement it is also vital to take account of auditory and visual non-verbal
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cues, as they have been reported to contain much of the affective information
transferred during conversations [9].

2 Related Works

There has been much valuable research into social engagement in various conver-
sation scenarios. Many perceptible non-verbal cues have been analysed in social
conversations. Eye gaze has been widely studied in terms of social engagement
or interest during dialogues. Argyle and Cook (1976) [3] noted that the failure
to attend other’s gaze contact was evidence of having no interests and atten-
tion. Cassell et al. (1999) [7] examined the relationship between information
structure and gaze behavior. They suggested that interlocutors’ gaze behav-
iour served to integrate turntaking cues with the information structure of the
propositional content of an utterance. They found that the beginnings of themes
were frequently accompanied by a look-away from the hearer, while speakers fre-
quently looked towards the hearer at theme endings. Rich et al. (2010) [19] built
a computational model to recognize engagement by using manually annotated
data on mutual facial gaze, directed gaze, adjacency pairs, and back-channels.
Nakano and Ishii (2010) also used eye-gaze behaviours to estimate user engage-
ment between human users and virtual agents [16].

Gustafson and Neiberg (2010) demonstrated that prosodic cues in Swedish,
including change in syllabicity, pitch slope and loudness in non-lexical response
tokens, could be used to detect engagement, and investigated prosodic alignment
as a cue to engagement between speaker and listener [12]. Gupta et al. (2012)
used speech cues to analyse childrens’ engagement behavior, with results showing
that vocal cues were informative in detecting children’s engagement. [11] Hsiao
et al. (2012) also investigated engagement level estimation using higher level
speech cues like turntaking extracted from low level cues such as MFCCs and
intensity [13].

Oertel et al. (2011) [18] used multimodal cues to predict the degree of
group involvement during spontaneous conversation, extracting acoustic features
including pitch level and intensity and visual features including eye blinking and
mutual gaze from manually annotated data. The resulting automatic prediction
was based on Support Vector Machines (SVM) with three classes of involvement.
Oertel and Salvi (2013) [17] modelled individual engagement and group involve-
ment in an eight-party dialogue corpus. Their results showed that engagement
and involvement can be modelled by using gaze pattern. In order to describe
engagement, they introduced presence, entropy, symmetry and MaxGaze fea-
tures to summarize different eye-gaze pattern aspects. Their group involvement
classification using Gaussian Mixture Models got accuracies of 71.0 % on training
sets and 71.3 % on test sets. Lai et al. (2013) used turn-taking features to detect
group involvement and used the involvement cues to predict extractive summary
content in meeting segments; they concluded that automatically derived mea-
sures of group level involvement, like participation equality and turn-taking free-
dom, could help in identifying relevant meeting segments for summarization [15].
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Bohus et al. (2009) introduced an approach to detect human participants’
engagement intentions during dialogue with an avatar agent [4]. Yu et al. (2015)
built an engagement awareness dialogue system named TickTock [21], which
has a social engagement model to offer information to dialogue manager where
conversational strategy was decided.

In this work, we focus more on studying group engagement level recognition,
considering the group as a whole rather than individuals. We investigated fea-
tures which can take all interlocutors into account and contribute to the whole
conversation. Visual and acoustic cues like group head movement distance, opti-
cal flow, direction of head address (yaw), leaning forward or backward, voice
quality and intensity were used for the recognition task.

3 Methodology

We propose a set of features which can represent group talking traits. These
comprise visual and auditory visual and auditory cues, which are used in com-
bination for engagement prediction. Figure 1 shows a flowchart overview of our
methodology, while the features and steps are described in more detail below.
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Fig. 1. Methodology overview

3.1 Optical Flow with Principal Component Analysis (PCA)

Optical flow is used to compute the motion of the pixels of an image sequence.
It provides a dense (point to point) pixel correspondence over the entire scene,
and thus provides an indication of how much movement is occurring overall.
We used the algorithm proposed by Gunnar Farnback [10] based on polynomial
expansion, which provides all the motion of all the pixels between previous and
current frames. PCA was also used for dimensionality reduction.

3.2 Head Pose Related Features

The face detection and the yaw head position library were used from the work
of [1], Camshift tracking [6] was also used tracking the detected faces. Yaw
angle range from −90 degrees to +90 degrees. Backward or forward body move-
ment (leaning) was computed by comparing the size of participants’ faces across
sequential frames in 10-frame steps on 30 fps videos.
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3.3 Auditory Features

Audio recordings were down-sampled to 16 kHz for feature extraction in this
work. The features extracted from the audio signal comprised pitch level, 12
MFCCs, MFCC energy, and glottal parameters.

3.4 Applying Additional Windows

The auditory features were extracted in a small window size, and the video data
was recorded at 30 frames per second. However, changes in human cognitive state
occur over a longer time frame, up to several minutes. To model these events
more reliably, we tested additional window lengths. To make the visual results
more reliable, we downsampled the video data from 30 frames per second to 3
frames per second. The method was motivated from previous studies [13]. For
the audio, we calculated average feature values across longer window lengths.

4 Experiments and Results

To test the general performance of our engagement model, the LibSVM package
[8] with RBF kernel was used for binary classification tasks with grid search
method for best parameters selection, cost (set Cost, search from 2−5 to 215)and
gamma (set gamma, search from 2−15 to 23) to avoid overfit and underfit. The
number of instances of each class used for training was balanced with an baseline
accuracy of 50 %.

Fig. 2. Screenshot of TableTalk with face detection and head yaw angle
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4.1 Data Sets and Annotation

TableTalk [2] is a 210-min corpus of group social conversations collected at the
ATR Research Labs in Japan. A 360-degree camera was used to capture the
frontal faces of participants chatting around a table. Audio was captured using
a centre mounted microphone. Figure 2 shows a screen shot of the video of the
corpus with face detection. The TableTalk corpus has been widely studied for
social tasks e.g. Scherer [14] studied it for visual interaction management; Bonin
F. investigated the engagement annotation study based on TableTalk corpus [5].
We annotated engagement levels on a 0–4 scale in maintain segment as shown
in Table 1 and Fig. 3, and the binary classes of engaged (A) and not engaged (C)
were analysed in this paper. The maintenance or central phase part engagement
was annotated into different degrees, and was the focus of this analysis, rather
than the initial phase or approach phase examined in other works [4].

4.2 Feature Analysis

Box plots of several features are shown in Fig. 4. The first two box plots from
the left show the distributions of two selected visual cues - head pose (yaw)

Initial Contact End  ConnectionMaintain

One Engagement Segment

Negotiating a Collaboration. 
In Interaction Checking?

 Deciding When to End the 
Connection 

Fig. 3. One engagement segment

Table 1. Annotation rules

5-level Engagement Annotation

End of the previous segment

Engagement Initialization

Maintain 0. Strong Engaged A. Engaged Very engaged and strongly want
to maintain the conversation

1. Engaged Interest but not very high, e.g.
willing to talking with no
passion

2. Neutral B. Neutral Neither show interest or lack of
interest

3. Disengaged C. Disengaged Less interest in the conversation

4. Strong Disengaged No interest to continue the
conversation at all, want to
leave the conversation

End Connection
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and move distance. We observe that for these visual cues, as expected, the non-
engaged category has lower values (p<0.005). The two plots on the right show
the distributions of MFCC energy and Open Quotient (OQ). Again, non-engaged
has lower values. Optical Flow visualization using Munsell Color System is shown
in Fig. 5.

(a) Head Pose (b) Move Distance

(c) MFCC energy (d) OQ

Fig. 4. Box plots of selected features

4.3 Visual Cues Results

Table 2 shows the results for different combinations of visual features. The head
backward/forward movement obtained the lowest accuracy rate. A higher result
was obtained when head movement distance, optical flow and head yaw angle
were considered together.

4.4 Acoustic Cues Results

Table 3 shows the results for the auditory features. Glottal and MFCCs features
achieve a higher accuracy of 71 % than other acoustic feature sets.
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Fig. 5. Optical flow visulization

Table 2. Classification results of group engagement using visual features

Feature set Accuracy

Head forward/backward 65.0024%

Head move distance 71.0875%

Head Pose 71.2081%

Optical flow with PCA 73.4748%

Head move distance + Optical flow + Head yaw angle 74.1741%

Table 3. Classification results of group engagement using auditory features

Feature set Accuracy

F0 60.9187%

Glottal 71.9074%

MFCCs 72.2691%

Glottal + MFCCs 72.679%

4.5 Fusion Feature Set Results

A ‘fusion’ feature set consisting of both audio and video features was obtained
by concatenating the visual and auditory vectors which had been time-aligned.
The mean values of head move distance and head pose for the four speakers were
calculated. The auditory features were extracted from a single recorded audio file
containing all participants. Table 4 shows the results of the combination of these
audio-visual feature sets with 82.23 % prediction rate. These results indicate that
the combined audio-visual feature is better for detecting engagement than using
the auditory and visual feature sets separately.
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Table 4. Prediction results of combined features

Feature set Accuracy Recall Precision F-Score

Auditory and visual combined 82.23% 0.822 0.816 0.815

5 Conclusion

Low level visual and auditory cues of engagement have been analysed in the
TableTalk corpus. In general, the visual parameters performed slightly better
than the auditory parameters in recognition of engagement in this work. We
compared recognition results using feature fusion and using visual/audio fea-
tures separately, and found that audio-visual fusion gave higher accuracy. As a
shallow analysis, we believe that advanced detailed visual and audio features can
definitely increase the prediction accuracy, deep learning may also increase the
results, which is conducted in the future works. Model-level and decision-level
fusion will also be investigated in the future.
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